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Abstract

Strong- field-driven electric currents in condensed matter systems are opening
new frontiers in petahertz electronics. In this regime, new challenges are arising
as the roles of band structure and coherent electron–hole dynamics have yet to be
resolved. Here, by using high harmonic generation spectroscopy, we reveal the
underlying attosecond dynamics that dictates the temporal evolution of carriers in
multi-band solid-state systems. We demonstrate that when the electron–hole
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relative velocity approaches zero, enhanced constructive interference leads to the
appearance of spectral caustics in the high harmonic generation spectrum. We
introduce the role of the dynamical joint density of states and identify its
mapping into the spectrum, which exhibits singularities at the spectral caustics.
By studying these singularities, we probe the structure of multiple unpopulated
high conduction bands.

AQ1

AQ2

Editor's Summary

High harmonic waves are generated from a MgO crystal under experimental
condition where the simple semi-classical analysis fails. The high harmonic
generation spectroscopy directly probes the strong-field attosecond dynamics
over multiple bands.

These authors contributed equally: Ayelet Julie Uzan, Gal Orenstein.

Main
Induced by the strong-field interaction, high harmonic generation (HHG) provides a
unique spectroscopic scheme to visualize the coherent evolution of petahertz
currents inside solids. Since it was first observed[1], solid-state HHG has opened a
door into studies of the electronic structure and dynamics in crystals[2, 3, 4, 5, 6, 7]
as well as the multiple band dynamics[8, 9, 10, 11] and complex many-body
phenomena[12] in crystalline and amorphous systems[9]. For a moderate field
strength, the electron–hole dynamics are often described semiclassically by a single
pair of valence and conduction bands. As we approach the strong-field regime, new
fundamental questions arise. What is the role of the band structure in such intense,
ultrafast processes? How does the coherent electron–hole dynamics evolve over
extremely short timescales? These questions pose some of the primary challenges in
the emerging field of strong-field interactions in solids.

AQ3

AQ4

AQ5

AQ6

In this Article we identify the quantum characteristics of the electron–hole wave
packet in solids where the simple semi-classical analysis[13] fails, probing its
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strong-field attosecond dynamics over multiple bands. We observe enhanced
constructive interference in the vicinity of Van Hove singularities[14, 15] and
resolve the link between the dynamical joint density of states (JDOS) and the HHG
spectrum. Our study applies HHG spectroscopy in MgO, driven by a λ = 1.3 μm
laser field at around 1 × 10  W cm  intensity. Adding a weak perturbative second
harmonic field modulates the internal dynamics, in close analogy to a lock-in
measurement. This scheme allows us to isolate extremely weak signals and identify
the contribution of multiple band excitations, covering a spectral range up to 30  eV.
Our results show unequivocally that the internal dynamics related to HHG in this
system are dominated by the inter-band emission[1, 3, 4, 7],[16, 17, 18, 19, 20, 21,
22], which remains the dominant mechanism when higher conduction bands are
involved. We identify the mapping between the dynamical JDOS at unique regions
in the Brillouin zone (BZ) and the HHG spectrum. At Van Hove singularities,
spectral caustics are induced, leading to a strong enhancement of the HHG signal.
At these critical points, the description of the underlying dynamics requires a
comprehensive quantum analysis, as given by catastrophe theory[23, 24].

Inter-band emission
The inter-band HHG mechanism can be viewed as a generalized electron–hole
recollision process[16, 20], described by a semi-classical analysis[13]. Around the
peak of the laser field, an electron tunnels from the valence to the conduction band,
forming an electron–hole pair. The laser field subsequently accelerates the pair,
leading to their recombination and the emission of extreme ultraviolet (XUV)
radiation. This model maps the semi-classical electron–hole trajectories into
harmonic energies. The semi-classical analysis is not strictly limited to one
conduction band—the strong laser field may excite the electron into higher bands,
leading to the generation of complex spectral features in the HHG spectrum[8, 9,
10].

A fundamental aspect of the HHG inter-band dynamics is the localization of the
excited electron–hole wave packet in the BZ around the minimum bandgap at the
instant of tunnelling. As the wave packet evolves under the influence of the laser
field, it dynamically probes a narrow stripe of the BZ along the field’s polarization,
as illustrated in Fig. 1a. Such localization is a key property of HHG spectroscopy,
enabling visualization of the band structure with a unique angular resolution.

Fig. 1

HHG spectroscopy in MgO.

13 −2
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a, Schematic description of three snapshots (green, blue and cyan) at different times
of the electron–hole coherence, which leads to the inter-band emission
(Supplementary equations (1) and (7)). As the electron and hole propagate, their
coherence probes a narrow stripe of the BZ on the bandgap (represented by the
surface), along the laser polarization (red line). b–d, Normalized oscillating HHG
spectrum (cyan) and normalized averaged spectrum (violet) in logarithmic scale for
orientations  (b),  (c) and  (d). The two spectra are vertically shifted to
allow better visibility. Inset: the crystal is oriented to angle  with respect to the
fundamental field’s polarization (red arrow) while the second harmonic (blue arrow)
is orthogonally polarized. e, Electron–hole trajectories, represented by arrows,
propagating along the bandgap. Their recombination maps the bandgap into the
emission of high harmonics. Around the extrema of the bandgap, the dynamics is
dictated by the constructive interference of many trajectories. At these points the
semi-classical mapping fails, leading to the appearance of spectral caustics.

AQ8

0∘ 33∘ 45∘
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AQ7

Results

Two-colour lock-in measurement
Resolving the angular dependence of the HHG spectrum is challenging—the HHG
signal drops rapidly when the polarization is rotated off the main axes of the MgO
crystal[25]. Such suppression becomes even more significant when the harmonics
are produced from higher conduction bands[26]. To fully reveal the electron–hole
dynamics, both its angular dependence as well as the contribution of multiple
bands, we introduce an advanced measurement scheme that enables us to resolve
and isolate the weak HHG signals while probing its dynamical properties.
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Enhancing the detectability of weak signals by subjecting them to a known
temporal modulation is a common practice in a wide range of applications, and is
also known as lock-in measurement. We induce such a modulation by adding a
weak second harmonic field polarized perpendicular to the polarization of the
fundamental field. So far, this scheme has been applied to probe the internal
dynamics in gas-phase HHG[27] and inter-band currents within the first conduction
band of ZnO[16]. Scanning the two-colour delay leads to a periodic modulation of
the HHG spectrum with four times the frequency of the fundamental laser. Fourier
analysis isolates the oscillating component, resolving the weak HHG signals buried
in a large experimental background (Supplementary Fig. 1). In addition, XUV
emission from higher conduction bands can be highly sensitive to the two-colour
delay[28], resulting in an enhanced signature in the oscillating component.
Figure 1b–d compares the oscillating component of the HHG signal at four times
the fundamental laser frequency and the spectra averaged over the two-colour delay
for crystal orientations of ,  and , respectively (Fig. 1b, inset). These
spectra were normalized for each angle independently (see the complete angular
dependence in Supplementary Fig. 2). Clearly, the averaged spectrum is
accompanied by large background noise and is dominated by harmonic 17 (~16.2 
eV) for  and  and harmonics 17 and 19 (~18.1 eV) for . Resolving the
oscillating spectrum by Fourier analysis shows a dramatic enhancement of the
signal over the noise. This measurement shows the appearance of new spectral
components that were previously hidden in the averaged spectrum.

Spectral caustics at Van Hove singularities
The oscillating spectra reveal that, for all crystal angles, the spectrum extends
beyond the first band edge (~18  eV, Fig. 2a), indicating the strong contribution of
higher conduction bands. The most important observation is associated with the
angular dependence of the measurement—the oscillating spectrum varies drastically
for different angles, exhibiting enhanced features and structures over a wide
spectral range. We identify three distinct structures: enhanced harmonics around
16–17 eV extending to 18  eV at , an increased signal in the 20.5–22.5  eV region
at  and a clear spectral feature at 23.5–26 eV. What is the origin of the
enhancement mechanism in these spectral regions and what information does it
provide?

Fig. 2

Spectral caustics at singular points of the dynamical JDOS.
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1

a, The band structure along the  (Γ–X) and  (Γ–K) orientations. The dashed
line is the valence band and the coloured lines are the conduction bands, which are
dipole-coupled to the valence band. The grey bands indicate the existing bands, which
are not dipole-coupled. b,c, Plots of  along  (b) and  (c), respectively.
The energies for which  are indicated by circled numbers, which are
mapped to the corresponding points in a. d,e, The oscillating spectra at  (d) and 

 (e), respectively. The energies for which singularities in the dynamical JDOS
occur are highlighted by corresponding coloured bars, emphasizing their link to the
spectral caustics. The oscillating spectra in d and e are split into two parts separated
by vertical dotted lines. The spectra to the right of the dotted lines are enhanced by a
factor of 50 (as indicated above the arrow) for better visibility.

AQ9

We start by analysing the enhancement at 23.5–26  eV. The observation is striking
—clearly, this spectral region originates from a high conduction band excitation
associated with a low population transfer. Furthermore, although the oscillating
spectrum changes dramatically with the crystal orientation, this feature remains
robust. This suggests that it originates from areas of the BZ that are orientation-
independent. These areas can be found around the Γ point of the BZ, which is
common to all crystal orientations. Figure 2a shows the band structure for crystal
orientations of  and  (Γ–X and Γ–K, respectively). Indeed, we find two high
conduction bands intersecting the Γ point at an energy of 24.57  eV. At the Γ point
these bands, as well as any other band, have a critical point, 

, such that the gradient of the energy gap is zero as well:

0∘ 45∘

(k)∇kεg 0∘ 45∘

(k) = 0∇kεg
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where k is the lattice momentum,  is the conduction band and  is the valence
band. At these points, the relative semi-classical velocity between the electron (

) and the hole ( ) vanishes, leading to a significant enhancement in their
recombination rate.

AQ10

To appreciate how the gradient of the energy gap affects the HHG signal we
examine the quantum-mechanical expression for the inter-band currents[13, 20]:

where  is the vector potential and  is the harmonic energy.  represents
a slowly varying term compared to the rapidly oscillating exponential containing
the semi-classical action, . Under these conditions, the largest
contributions to the integral in equation (2) will come from constructive
interference around points where the phase, , is stationary. These
stationary points define the semi-classical mapping between harmonic energy and
recolliding electron and hole trajectories. The inter-band current for a single
stationary solution, as obtained from the stationary phase approximation (SPA), is

proportional to , where  is the Hessian matrix of
the function S(k,t′,t) at the stationary points. This derivation directly links the HHG
spectrum and the band structure (for a detailed derivation see Supplementary
Information):

where  is the energy difference between electron and hole at the time of
recollision, which defines the harmonic energy, and  accounts for all pre-
exponential terms. The exponent in equation (5) describes the quantum phase and
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amplitude associated with each trajectory. Due to strong-field tunnelling, the
quantum amplitude is strongly attenuated with increasing , where  is the
component of  perpendicular to the laser’s polarization. Such attenuation reflects
that the HHG signal indeed originates from a narrow stripe of the BZ along the
laser polarization, providing the significant angular dependence of the spectrum.

The expression for the spectral intensity (equation (5)) strongly resembles that of
the JDOS, differing only by the fact that the summation is discrete and weighted by
the exponent of the semi-classical action. Due to the temporal properties of the
action, we associate the spectral intensity with a dynamical JDOS. At the critical
points of the bandgaps, the JDOS of a crystalline solid becomes singular. These
singularities are known as Van Hove singularities[15] and most commonly arise in
the analysis of optical absorption and reflection spectra[29, 30]. However, in
contrast to the JDOS of three-dimensional (3D) materials, which exhibits square-
root singularities[15] analogous to the DOS of a 3D free-electron gas, the
dynamical JDOS explicitly diverges when . At these unique points
the Hessian matrix becomes singular, according to equation (4). Consequentially,
the semi-classical action is stationary to higher than first order, leading to an
enhanced constructive interference of the inter-band currents (equation (2)). As a
result, the simple semi-classical model fails to quantitatively describe these
currents, instead requiring a comprehensive quantum description.

The singularities in the mapping between harmonic energy and electron–hole
trajectories can be described within the framework of caustics[23]. Caustics are
universal phenomena in nature that link processes observed in many different
branches of physics. Previous studies identified the appearance of caustics in gas-
phase HHG[23, 31], where they reveal the quantum nature of the process in a
regime where a semi-classical analysis fails. Figure 1e illustrates the origin of
spectral caustics in condensed matter systems. Far from the singularities, electron–
hole dynamics is dominated by the semi-classical trajectories. However, around the
extrema of the bandgap, where the electron–hole wave packet has zero relative
velocity, the dynamics is dictated by the constructive interference of many
trajectories. At these points, the semi-classical mapping fails, leading to the
appearance of spectral caustics.

The enhancement at 23.5–26 eV can be identified as a spectral caustic originating
from the singularity at the Γ point (Fig. 2). Another energy band intersecting the Γ
point can be found at 18.8  eV, leading to a robust spectral feature near 18 eV, as
can be seen in Fig. 1b–d. Although the crossing of energy bands at the Γ point will

| |k⊥
st k⊥

st

kst

( ) = 0∇kεg kst
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always result in singularities, spectral caustics can be found at other points in the
BZ as well. Along the high-symmetry axes of the crystal,  and , each bandgap
exhibits several critical points where . In Fig. 2 we show how these
points are imprinted in the experimentally resolved HHG spectrum. Figure 2b,c
describes the gradient of each bandgap as a function of the bandgap energy, for
crystal orientations of  and , respectively. Figure 2d,e presents the measured
oscillating spectra at these angles. The highlighted lines in Fig. 2d,e emphasize the
energy points where the gradient is zero and the dynamical JDOS becomes singular
according to equation (5). Indeed, caustics dominate the brightest features of the
HHG spectrum, leading to a dramatic spectral focusing and enhancement of the
weak signal associated with the excitation of higher conduction bands.

Angular and temporal properties of the caustic harmonics
The caustic harmonics in condensed matter systems exhibit distinct angular and
temporal properties. Catastrophe theory classifies the different caustics according to
the dimensionality of the mapping and the number of control parameters, predicting
their basic characteristics[24]. In our experiment we have one control parameter,
the orientation of the crystal, so the caustics we observe are classified as ‘fold’
catastrophes. Catastrophe theory predicts that the ‘fold’ enhancement should exhibit
a spectral and angular Airy function dependence. Resolving the angular dependence
enables us to sample the caustic’s shape with high resolution, as we are not limited
by the discrete nature of the harmonics. We extract the angular dependence of the
harmonics at 16.2, 18.1, 20 and 22 eV, dividing their intensity by that of the
harmonic at 14.3 eV, which is spectrally located far from the singularities. Figure 3a
presents the angular dependence for the 16.2 and 18.1 eV harmonics (purple and
blue circles, respectively), while the inset (Fig. 3b It is no longer an inset. )
presents this dependence for the 20 and 22  eV ones. We focus on a narrow angular
range that predominantly exhibits caustic contributions originating from the 0°
critical points. The harmonics at 16.2, 18.1 and 20  eV exhibit the typical Airy
attenuation of the ‘fold’ catastrophe, when moving away from the critical point, as
indicated by the fitted Airy curves (dotted lines, Fig. 3a,b). In contrast, the 22 eV
harmonic remains flat, indicating that it cannot be associated with a spectral
caustic. Clearly, the angular variation of the harmonics reveals the fundamental
characteristics of the bright spectral features, independently validating their
identification as caustics.

Fig. 3

Angular and temporal properties of the caustics.
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a, Angular dependence of the 16.2 eV (purple circles) and 18.1  eV (blue circles)
harmonics as a function of the crystal orientation. The angular dependence of each
harmonic was shifted to zero at large angles away from the caustic and normalized to
one. The dotted lines describe the fitted Airy function for 16.2 eV (purple dotted line)
and 18.1  eV (blue dotted line), respectively (see Methods). The oscillation phase of
the 16.2  eV (green squares) and 18.1  eV (pink squares) harmonics coincides in the
vicinity of the caustics and separates beyond the enhanced angular region. To
eliminate possible systematic errors, the presented oscillation phases are normalized
by the phase of the 13.3 eV harmonic. b, Angular dependence for the 20 eV (red
diamonds) and 22 eV (yellow triangles) harmonics, together with the fitted Airy
function for the 20  eV harmonic (red dotted line). Both curves were shifted to zero
and normalized according to the 20 eV harmonic. c, Theoretical values of the phase
difference between the 16.2 eV and 18.1 eV harmonics (black squares) versus crystal
orientation, along with the experimental phase difference (purple squares). The theory
and experiment exhibit a remarkably similar trend as we rotate the crystal away from
the singularity.

The lock-in measurement, induced by the second harmonic field, can be applied to
reveal the dynamical properties of the electron–hole wavefunction in the vicinity of
caustics. AlthoughWhile the The relation betwen the two parts of the sentence is
addittion and not contrast.  oscillation amplitude enables the identification of weak
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signals, the oscillation phase serves as a sensitive probe of the internal
dynamics[16, 27]. Figure 3a presents the oscillation phase of the 16.2 eV (green
squares) and 18.1  eV (pink squares) harmonics, respectively, both of which
originate at 0° from the X point singularity of the lowest conduction band (Fig. 2).
At small angles, in the vicinity of the caustic, their oscillation phase coincides. As
we increase the angle, and move away from the caustic, as is evident from the Airy
attenuation of the enhancement their oscillation phase separates. The theoretical
values of the phase difference between the 16.2 and 18.1  eV harmonics were
calculated from 3D numerical simulations using the semiconductor Bloch
equations. These values are plotted versus crystal orientation in Fig. 3c along with
the experimental results, exhibiting a remarkably similar trend as we rotate the
crystal and move away from the singularity. Far from the caustics the dynamics is
dominated by semi-classical trajectories, where the phase separation reflects the
trajectory modification with energy[16, 27]. In the vicinity of the caustics the semi-
classical picture fails and the dynamics is dictated by the singularity in the
dynamical JDOS. The clear difference in the oscillation phase between the two
regions reveals that the attosecond electron–hole dynamics at the caustics and in the
semi-classical regime are qualitatively distinct.

Finally, we note that the singularities are observed along the high-symmetry axes of
the crystal; however, enhanced spectral features are observed at other angles as
well, for example for the 20.5–22.5  eV region in Fig. 1c. Although the HHG signal
is influenced by multiple parameters, such as dipole couplings (see Supplementary
Information and Supplementary Fig. 5), the gaps between the conduction bands or
their instantaneous excitation probabilities, many of the prominent spectral features
can be understood through the dynamical JDOS. According to equation (5), valleys
of low  in the BZ lead to a spectral enhancement in the HHG signal, as
observed in our experimental results (see Supplementary Information and
Supplementary Fig. 6).

Conclusions
Our results establish the fundamental connection between the electronic structure of
the crystal and the strong-field process. This study reveals how strong-field
attosecond metrology serves as an extremely sensitive probe of ultrafast dynamical
quantum interference between electron–hole wave packets in solids. We identify the
important role of the dynamical JDOS, dictated by the strong-field nature of the
interaction. As the dynamical JDOS becomes singular, the trajectory picture that
governs the inter-band HHG process fails, giving rise to spectral caustics. The

(k)∇kεg
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mapping between the HHG spectrum and the bandgaps serves as unequivocal
evidence of the dominant role of inter-band emission over numerous conduction
bands. Looking forward, our study will form the framework for a wide range of
attosecond-scale phenomena, where caustics will serve as sensitive probes of the
strong-field modification of the band structure (see Supplementary Information and
Supplementary Fig. 7). It will allow the study of ultrafast dynamics such as
electron–hole interactions, leading to the formation of excitons, or electron–
electron–phonon interactions. Furthermore, the control over sub-cycle electronic
currents will play a role in the establishment of compact solid-state XUV sources,
as well as in the field of petahertz electronics.

Methods

Experimental set-up
High harmonics were generated with a near-infrared laser source (Light Conversion
Topas-HE) centred around a wavelength of 1.3 μm with a 1 kHz repetition rate and
pulse duration of 50 fs. The beam was focused into a free-standing single crystal of
MgO (<100>) with thickness of 100 μm. The intensity of the beam at the focus was
~1 × 10  W cm , which is just below the damage threshold of MgO. The
orientation of the crystal axes with respect to the laser polarization was controlled
by a rotation motor perpendicular to the beam propagation direction (  is
determined by the HHG efficiency). The sample was placed inside a vacuum
chamber in the imaging plane of the XUV grating. The second harmonic field,
polarized perpendicular to the fundamental field, was generated using a 100 μm
type I beta-barium borate (BBO, β-BaB O ) crystal. Group-velocity dispersion was
compensated using a birefringent crystal (calcite). The sub-cycle delay of the
second harmonic relative to the fundamental field was controlled using a pair of
fused-silica wedges. We recorded the harmonic spectra with an imaging XUV
spectrometer consisting of a flat-field variable groove density grating and
microchannel plates.

Airy function fit and calculation
Catastrophe theory predicts that a ‘fold’ catastrophe should take the shape of an
Airy function as a function of the control parameters[24]. The parameter we
changed in our experiment was the crystal orientation , but the explicit
dependence of the HHG signal on  is non-trivial. Catastrophe theory describes the
signal in the vicinity of the singularity only, so in our fitting function we took the
first non-vanishing order in  (beyond the zero order). The HHG signal was

13 −2
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symmetric in  around the high-symmetry axes of MgO, so the first non-vanishing
order was , which is the control parameter appearing in the Airy function. As a
result we applied the following fitting function in Fig. 3:

where a, b and c are fitting parameters. We used a least-mean-square fitting
algorithm, resulting in R  > 0.985 for all caustic harmonics.

Theoretical two-colour phase calculation
The numerical calculations were performed with the code described in ref. [32]. To
calculate the field-free band structure and dipole couplings for MgO, we used the
electronic structure code Quantum Espresso[33], with a Heyd–Scuseria–Ernzerhof
exchange-correlation hybrid functional on a Monkhorst–Pack (MP) grid of 

 points. We used a unit cell consisting of two slabs so that the x and y
directions corresponded to the plane of polarization of the pulse, while the z
direction corresponded to the direction of pulse propagation. This allowed us to use
only a few points along the z direction for the posterior wave packet propagation.
The bands were shifted to match the experimental bandgap using the so-called
scissor operator[34].

The field-free tight-binding Hamiltonian used for the propagation was then
constructed by projecting the Bloch bands onto a set of maximally localized
Wannier functions using the Wannier90 code[35]. This procedure permitted us to
obtain a consistent phase relation between orbitals, as explained in ref. [32]. The
Bloch states were projected onto the sp d , d , d  and d  orbitals of magnesium
and the p orbitals of oxygen. The field-free Hamiltonian was then propagated in the
presence of the field using the density matrix formalism.

To compute the amplitude and phase of the  oscillations (  is the frequency of
the fundamental field), we used a two-colour field composed of a linearly polarized
fundamental field at 1.3 μm in combination with its second harmonic polarized
perpendicular to the fundamental field. Both pulses had a full-width at half-
maximum of 30 fs. We performed 10 simulations for each angle, varying the
relative carrier-envelope phases (CEP) between the  and 2  fields. We kept the 
field fixed and changed the CEP of the 2  field from 0° to 180°. We then Fourier-
transformed the oscillation of the harmonic intensity as a function of the CEP,

θ

θ2
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obtaining the 4  oscillating amplitude and phase for each harmonic. For these
simulations, we used a MP grid of  k-points.
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